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ABSTRACT

Thispaperdescribesrobustmethodbasednthecooperatiorof fuzzy classificatiorandregionssegmentation
algorithms,in orderto detectthetumoralzonein the brainMagneticResonancémaging(MRI). Ononehand,
theclassificationn fuzzy setsis doneby the Fuzzy C-Meansalgorithm(FCM), wherea studyof its different
parameteraindits compleity hasbeenpreviously realised,which led usto improve it. On the otherhand,
the segmentationin regionsis obtainedby an hierarchicalmethodthroughadaptie thresholding. Then, an
operatorexpertselectsagermin thetumoralzone,andthe classcontainingthe sick zoneis localisedin return
for the FCM algorithm. Finally, the superpositiorof the two partitionsof the imagewill determinethe sick
zone.Theoriginality of our approactis the parallelexploitationof differenttypesof informationin theimage
by the cooperatiorof two complementarapproachesThis allows usto carryouta pertinentapproactfor the

detectionof sick zonein MRI images.
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INTRODUCTION

The objectve of this work is to provide for
the clinicians a semiautomaticsystemof diagnosis
permitting the characterisationof the healthy and
pathological matters from the digitalisation of the
Magnetic Resonancdmaging (MRI) of the human
brain. A greatamountof work hasfocusedon the
treatmenbf the MRI brainimageswhichis acomplex
task,consideringhevariability of thehumanbrainand
the compleity of the images.Among theseworks,
we mention the approacheswvhere the objectve is
the image seggmentation(Joliot and Mazoyer, 1993;
Brummeret al., 1993) and the approachesiming at
the classificationof the imagein matters(Tsaoet al.,
1992;Alywardetal., 1994;Vinitski etal., 1995).0ur
approachis mainly characterisedy the integration

of the two methodsrealising complementarytasks.
Indeed, we cooperatea systemof segmentationin
regions and a systemof classificationin fuzzy sets.
First, the toboggan algorithm (Faiefield, 1990) is
appliedto the original image,in orderto eliminatethe
noiseoften presentin the medicalimages.Then,the
imageis split into a setof classesgroupedin three
matters(Grey, White and Other) and simultaneously
segmentedin regions. The classcontainingthe sick
zoneis usuallyformedby severalrelatedcomponents
(regions).Next, an operatorexpertdeterminesa germ
(seedpixel) in the centerof the sick zone as well
asthe size of the zoneof interest(a window X x X).
Finally, the extractionof the regionsbelongingto the
intersectiorof thezoneof interestandthetumourclass
allows to detectpreciselythe sick zone(Fig. 1).
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Fig. 1. Proposedsystenfor the sick zonedetection.
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METHODS

FUZZY CLASSIFICATION

The classificationin Fuzzy C-Means (FCM) is
a generalisationof the classical clustering to the
fuzzy setsdomain. The adwantageof fuzzy setsis
the better modelling of uncertainty and ambiguity
This characteristicof fuzzy setsallows to postpone
the classificationof a pixel until more information
can be usedto make the final classification.Within
the segmentationcontet, featurevectorsare defined
relatively to each pixel in the image. Using these
featurevectors,FCM will createa fuzzy membership
partition that gives a fuzzy membershipfor each
pixel vectorwithin eachclass.In fact, given a priori
knowledgeof the classesiumberc, FCM assignsa c-
dimensionafuzzy membershiprectorto eachfeature
vectorandthusto eachpixel. Then,FCM will cluster
patternssoasto minimizethe quadraticerrorbetween
the fuzzy class centresand the pixels. Thus, FCM
minimizesthe enegy function J,(U,V; X) givenX to
resol\e the optimisationproblem(m) (eq.1).
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with N: the numberof pixelsto classifyin theimage
Im(n;;n,) (N =n; xny),
p: the number of the chosenattributes to
characterisa pixel,
Xij € RP wherel<i<n;,1<j<n,:
vectorrepresentinghe pixel Im(i, j),
v, € RP wherel < k < c: the centroidvectorof
theclassk
u; (k) € [0, 1]: the degreeof membershimf the
vectorX j in thefuzzy classk,
m e ]1,+oo[: @ weighting exponentcontrolling
thefuzzinesgegreeof theclass,
U=(u (k) wherel <i<n;,1<j<n,1<
k < c: thethreedimensionafuzzy matrix partition
1%, = vie||, : thedistancebetweenX; ; andy, in
normA.

,
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Stepsof the FCM algorithm accordingto Bezdek
(1981)arethefollowing:

o Initialisations:

- set parametersc, m, A and the termination
constant;
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- createa random (n; x n, x ¢) membership
matrix U(t=0),

o Stepl: calculatehematrixV(® of theclasscentres
suchas:V® = F(UW) = (£, (UY)), .

o Step2: calculatdU™ suchas:Ut+D
(ghj (V(t)))15i§n1,1§j5n2,1§k5c

:G(V(t)) =

o Step3:if UMD —UWY| < & then terminate,
elset =t+ 1 andgobackto Stepl.

In our case, the functions f, and g!‘j are given
respectiely by the equationgeq. 2) and(eq.3):
nl n2
22

vk = )

i; Zl(ui(fj)(k))m

Vi, Vj, Vk: ui<j1.+1)(k) = g5(v0) =
HX"_VO)H F/m=By = if 10 =
= <qzl[m] ) > =@
W(l“)) X © (K , otherwise

®3)

W|thl {k/1< k<c, HX _V|(<t)HA:O}’XI isthe

characterlstldunctlon of the setl andCard(l) is the
cardinalof I.

Next, we study the FCM parametersn order to
improve theresultsandto reducethe calculatingtime.

Featue  extraction: several characteristics
relativeto thepixelscanbeusedasvectorcomponents.
Among them, we mention the intensity the spatial
location, the average and the varianceof a w x w
window centredn theconsideregixel. Theclustering
goal is to producea feature spacequantifying the
similarity betweerpixelsbelongingto the sametissue
type.If we considelanhomogeneouareathevariance
calculationgiveshighervaluesfor pixelsnearthearea
boundarythanthosein theareainterior. Consequently
theconsideredhomogeneouareawill besplitinto two
classesThus,the varianceis not a good component.
Moreover, our experimentationshov that the use of
the averageandthe spatiallocationdoesnot improve
theresults(Fig. 2 b, ¢, d) andincreaseshe calculating
time. Therefore,only the intensity (p = 1) is used
as a componentof feature vector X; ;. Then, the
classificationof a pixel dependsonly on |ts intensity
[Xi,; = GreyLevel(Im(i,j))] whatallows to reducethe
dataset
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Class number: since the numberof clustersis
an input to the clusteringalgorithm, it needsto be
determinedbefore hand. Several methodshave been
suggesteth theliteraturefor determiningdynamically
an optimal value of ¢ (Gath and Geva, 1989; Yager
and Filev, 1994). separatehe MRI brain scansinto
Grey, White and Other matter then the numberof
classegnustbe 3 at a minimum. Due to the intensity
distributionsof the 3 mattersn thehumanbrainscans,
the minimum numberof classess practically4. The
reasonfor this minimum is that the CerebralSpinal
Fluid (CSF) matter generallyhas a higher intensity
than white brain matter for MRI images.lt is also
possibleo performfuzzy clusteringfor highervalueof
¢ andinterpretmorethanoneof theseclasseasGrey,
White or Othermatter In thecaseof ¢ = 4, theclasses
have been orderedaccordingto the value of their
centroids.Letting ¢, signify the classwhosecentroid
hasthe lowestvalueandc, signify the classwith the
highestcentroidvalue,the resultswereinterpretedas
follows:

— ¢, andc, wereclassifiedasOther matter
— ¢, wasclassifiedasGrey matter

— ¢3 wasclassifiedasWhitematter

Fig. 2. Classificationswith various p and c values
(m = 3.5): (a) original image, (b) p=1 {intensty}

c=4, (c) p=2{intensty, variance} c=4, (d) p=3

{intensty, variance spacelocaion} c=4, (e)p=1

{intensty}, c=5, (f) p=1 {intensty} c=6.

Neverthelessit is difficult to say that theredoes
not exist an even higher value of ¢ for which an
interpretationcan give betterresultsthanwhenc = 4
(Fig. 2 b, e, f). However, increasingc hasthe added
expensef increasinghememoryrequirementsor the
algorithm.
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Norm: the norm matrix A determineswhich
type of distanceis used,so that matrix A must be
positive definite. The three most common distance
norms are the Euclidean, the Diagonal and the
MahalanobisThelatterbeingfrequentlyusedbecause
of its considerationof data distribution although it
incrementsthe FCM cost. For this, (ldrissa and
Achergy, 2000)apply Kahunen-Loge transformation
in orderto reducethealgorithmcost.

Coeficient m: m is a weighting exponentthat
determinesthe degree of fuzziness of the fuzzy
clusters. Our experimentationsshonv that a high
value of m makes the sets boundariesambiguous
(Fig. 3). Thatis to say a high value of m delaysthe
classificatiortask.

.\:

.

Fig. 3. Classificationswith various m values: (a)
original image, (b) m=3.5,(c) m=6.5,(d) m=8.5.

In Fig. 4 a, we appliedthe FCM algorithm with
various values of m, and for every value of m we
determingheclassificatiorrate CR definedby:

CR=Card(d), with
o= {Im(i,j)/lrg%ui’j(k) > 1—£CR} . 4

We concludethat the biggerm is, the smallerCR
is, and thereforethe decisionof classificationis still
doubtful. However, a greatvalue of m decreaseshe
calculatingtime T (Fig. 4 b).
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Fig. 4. \Variation accoding to m of: (a) the
classificatiorrate (CR), (b) the calculationtime (T).




In order to take into account the previous
deductionsconcerningthe variation of CR and T
relatvely to m, we choose a great value of m
and reduceit during the algorithm accordingto the
classificationrate. At every iterationt, the more CR
increasesthe morewe decreasen (eq.5). In fact, this
adaptatiorallows to fairly reducethe calculatingtime
of 10.5%while makingbetterthe quality of clustering
(i.,e.CR~N).

if CR>6{ then m:=m-6;. (5)
In practice we empirically define:6{") = (2+t)N/10
andf; = 0.25.

As therandominitialization of the partition matrix
U© influences the outcome of the classification
algorithm, we chooseto initialise the classcentroid
matrixV(© (eq.6) sothatthecentroidsevenly spanthe
full rangeof input dataandthenthe algorithmbegins
from the step2. This is donein orderto guaranteea
betterdistribution of the classcentres.

Vhe {1727 7p}7VkE {172a ,C}:

vi(h) =k max X, i(h)—

E(E 1<i<n,, 1< b
SIS, 7JSn2
X0 ©

Once the FCM algorithm is finished and the
final matrix partition U(") is determined,the final
classificationwill be hard.In fact, eachpixel Im(i, j)
will be clusteredin the classC,. (k* € {1,:--,c})
accordingto:

uD (k") = maxuD(k). @)

1<k<e bl

HIERARCHICAL SEGMENTATION BY
ADAPTIVE THRESHOLDING

This stageconsistsin providing a segmentation
of the image into regions. We use our algorithm
of hierarchicalseggmentationby adaptie thresholding
(Barhoumiet al., 2000) which providesbetterresults
thanthe classicaltechniquesuchas Split-and-Mege
(Zagroubaet al., 1994), Region Growing (Haralick
andShapiro,1985)andThresholdingZagroubaetal.,
1998). Our approachconsistsin using several image
representationwith levels of increasinglyfine details
(coarse-to-fing. Thus, we build a tree of encased
sggmentations.

Initially, we considertheimageasa wholeregion
to be the hierarchyroot. At eachlevel, each node
(region) of thetreeis eithera leaf (indivisible region)
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or it hasn childrencorrespondingdo its splitting into

sub-rgions {R;,R,,--- ,R,}. This processcontinues
until nofurthersplitting occurs.Thefinal segmentation
resultof thistop-dovn methods obtainedoy theunion

of the indivisible regions (terminal nodesin the tree
structurefoundatevery level.

For this, we considerthat a region is definedas
the setof interior pointsdelimited by closedcontours
characterisedby a higher gradient value (Canry,
1986).Then,we classifyasinterior pointsto a region,
thepointsof lowergradienthanathresholdS*, andthe
otherpointswill delimit theregion. Thus,thesplitting
of a region R amountsto find the suitablethreshold
S'. Then,indeedS" is determinedthe partition P of
R (P = {R,,R,,---,Ry}) will be the set of related
componentfiaving lower gradientthanS*.

Automatic determination of the threshold: as
sgmenting a region R consistsin dividing it into
sub-r@ions that we hope more homogeneouswe
evaluatethe partition P = {R,R,,--- ,R,} of R with
a monotonousfunction F (eq. 8) basedon the
calculation of variance which is a good feature
characterisingheregionshomogeneousness.

FR(S) = %égzqa)vtariance(&) . (8)

Therefore for every region belongingto this tree
and appearingn previous stepswith a thresholdS;,
the sgmentationthresholdS* will be the biggestin
the interval [0, S;] for which the leap of the function
Fr will beuponathresholdyp (eq.9). Thiscorresponds
to the appearancef at leastone new significantsub-
region.

S'=Sup{S€e[0,S]/F(S > ¢} . 9)

Then, it remainsto decide when a branch of
the hierarchymust stop ramify what correspondgo
the inability of the correspondentegion to produce
significantsub-regions.

Terminationcriterion: if the distribution of the
gradient values on a region R is almost-uniform,
then R is consideredas indivisible. To estimatethe
distribution of the gradient, we use the gradient
histogram hgrad of R. Then, we calculaterelatively
to R the entrofy Ex which provides an idea on the
partition of the histogramvaluesalongthe thresholds
axis(eq.10).

$-1

Er=— Z} hg*d(s) log(ng*’(s)),  (10)
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with hd29(S) = ng(S)/ 3 'ng(s) and ng(s) =
Card({(i,j)eR/Hgf’adlm(i,j)”:s}).

Knowing thatE is minimal whenthe frequencies
are nil almosteverywhereexceptfor a value and is
maximalwhenthe frequencieglistribution is uniform,
this notion of entrofy allows to decide whether a
region is divisible. Indeed,if Eg is maximal ([Eg >
log(S")]) thenRis indivisible andit is consideredasa
leaf of the hierarchy

SUPERPOSITION OF THE TWO
PARTITIONS

Our experimentationsshaved that the tumoral
zoneis representedby a set of regions belongingto
the sameclassof matterC, which s notentirelysick.
In fact,somehealthypixelshave asimilar grey level to
sick pixels. So, this first approximationof the tumour
(classCy) needto be refined. Given the classmap
generatedoy the FCM algorithm, the selectionof a
seedpixel ger, in the tumoral zone of the image by
anoperatorexpertdetermineshe classC,. Moreover,
the operatorexpert definesa zoneof interestV (ger,)
(awindow x x X), centredon ger,, in orderto limit
the searchingareaof the sick zone.Moreover, healthy
pixelsstill remainin thezoneof searchC, NV (gery)).
But, the gradientinformationallows the sggmentation
algorithmto isolatesick pixelsfrom theirneighbouring
healthyones.Giventhe regionsmapgeneratedy the
hierarchicakegmentationtheregionsbelongingto the
intersectionof C, andV (ger,) form the pathological
zoneZ,, (Figs.5 and6).

Formally, if Fg is the function of segmentation

r
verifying Fg(Im) = {R;,R,,---,R} with | JR C
i=1
Im and F. the function of classificationvlerifying

C
Fe(Im) = {C,,C,,-+-,Cc} with [ JC = Im, thenit
i=1
exists an integer K € {1,.--,c} verifying ger, € C¢
andconsequently, ., C Cy. Finally, thesick zonewill

beZ,,=|JR suchas:R C (Fg(Im)NC, NV (gery)).
t

RESULTS

Fig. 5 shavsthesuccessie stepsof theapplication
of our global approachon an MRI tumoral brain
(p=1,¢c=4,m% =65, p=001, g = 0.2). The
selectionof the germger, andthe applicationof the
FCM algorithmallows to determinethe tumour class
Cy which canbeconsideredisafirst approximatiorof
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thesickzone.ThisclassCy is concentratedndlimited

in auniquezoneof thebrain(Cy C V(ger,)). However,

the superpositiorof C with theregionsmapallowsto

detectpreciselythe threeregions composingthe sick
zone.Then,Fig. 6 shavs theresultsof the application
of this approachin the caseof an anothertype of

tumour In this casetheclassCy is notconcentrateéh

alimited areaof thebrain(Cy notincludedin V (ger,)).

In fact, the classCy is formed by the tumoral zone
andasetof pixelsdistributedalongthebrainboundary
(Fig. 6 b). Then,the zoneof interestis necessaryo

put out theseboundarypixels of the searchingarea.
Finally, the superpositiorstepallows the detectionof

thesick zoneasanaggreateof smallregions.

gery Cx

V (gery)

Fig. 5. (a) original image, (b) classifiedimage, (c)
segmentedmage, (d) superposition.

gery Ck V (gery)

Fig. 6. (a) original image, (b) classifiedimage, (c)
segmentedmage, (d) superpaosition.

CONCLUSION AND
PERSPECTIVES

The cooperationof the classification and the
segmentationalgorithmsallows to carry out a robust
approachof the sick zonedetectionin the brain MRI
images.In fact, our algorithm of classificationis an
improvementof the classicaFCM algorithmallowing
to get betterresultsand reducethe calculatingtime.
This classificationcould sene as a relatively quick
precursorto the separationof anatomicalstructures.
Moreover, our sggmentatioralgorithmproducesetter
results than the traditional methods. Then, let us
note that our approachcan be applied to other
typesof imageswith the aim of detectingthe zones



of interest. Finally, we can perform our approach
by applying other combinatorial methods (Taboo,

Monte Carlo, Geneticalgorithms Neuralnetworks,...)

to solve the problem () and by paralleling the

segmentatioralgorithmconsideringhe independence
of the regions processingin the built tree which

reduceghecalculatingtime.
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